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Abstract— Humans seemingly incorporate potential touch
signals in their perception. Our goal is to equip robots with a
similar capability, which we term Imagine2touch. Imagine2touch
aims to predict the expected touch signal based on a visual
patch representing the area to be touched. We use ReSkin, an
inexpensive and compact touch sensor to collect the required
dataset through random touching of five basic geometric shapes,
and one tool. We train Imagine2touch on two out of those shapes
and validate it on the ood. tool. We demonstrate the efficacy of
Imagine2touch through its application to the downstream task
of object recognition. In this task, we evaluate Imagine2touch
performance in two experiments, together comprising 5 out
of training distribution objects. Imagine2touch achieves an
object recognition accuracy of 58% after ten touches per object,
surpassing a proprioception baseline.

I. INTRODUCTION

Dexterous object manipulation requires the ability to iden-
tify an object and track its state throughout the task. Vision-
based methods for object detection [1], pose estimation [2],
and tracking [3] have become ubiquitous in robotics. However,
vision, standalone, is an unreliable modality: the view of the
object can be partially or fully occluded during the motion.
Humans, on the other hand, are capable of manipulating
objects under occlusion using their proprioceptive and tactile
senses: we can find a pen in a backpack without looking,
with the help of our ability to predict how possible objects
feel. In this work, we seek to enable robots to perform similar
visuo-tactile skills. For this purpose, we platform ReSkin [4],
a magnetic-based tactile sensor, that is low cost and compact
compared to its vision based counter parts such as [5]–[7].

To enable such skills, our approach fuses tactile and
vision modalities using a common embedding. This approach
has been widely researched across multiple modalities for
various tasks [8]–[20]. Specifically, in this work, we contribute
a cross-modal model for predicting tactile readings from
corresponding depth-image patches and an object-recognition
demonstrator in which we use our trained model in an en-
semble of probabilistic models scheme. We show that despite
the low dimensional sensor readings, our method is able to
achieve competitive results on this task. We share code and
model at https://github.com/AbdallahAyman/Imagine2touch.

II. TECHNICAL APPROACH

We first detail our Imagine2touch approach and then
describe how we exploit it for the downstream task.
Imagine2touch-Model: Our proposed model is a function
IT : zd ⇒ τ̃ , which takes a processed depth image
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(a) Robotic setup. (b) Data flow for training and object recognition.

(c) Objects: primitives. (d) Objects: tools. (e) Full dataset.

Fig. 1: (a): Robotic setup for our approach. The alignment vector shows the
direction on which the robot moves for collecting one data sample to pair
the wrist camera and ReSkin readings. (b): Data flow for training our model
and using its inference in object recognition. The depth patch is cropped and
processed from the full image using the end-effector pose TW

τ,i to match
the touch area. It is then passed to the model, which we optimize using the
MSE-loss between its output and the real touch reading. At recognition time,
the robot has access only to possible 3D renderings. We use the probabilistic
touch model in Sec. II for recognition. (c): Objects set: primitives. First
row: primitives used for training the model. Second row: primitives used
for one instance of the object recognition experiment. (d): Objects set: tools.
First row: Tools used for validating the model. Second row: Tools used for
the second instance of the object recognition experiment. (e): Full objects
dataset used for analysis.

zd ∈ R48×48 of the object surface as input, and predicts the
tactile reading that would be emitted touching the surface
τ̃ ∈ R15. We implement this function as a neural network,
consisting of a single 200-neurons-layer MLP encoder,
followed by a 5-neurons-bottleneck, the output of which is fed
through a single 500-neurons-layer MLP decoder, see Fig. 1b.
We add an auxiliary input-decoding head with a separate
2000-neurons layer decoder to motivate modality fusion at the
bottleneck stage. We choose a low-capacity model to prevent
overfitting on our small dataset and due to the size imbalance
between the input and output of our network. To train, validate,
and analyze our model, we collect a dataset of tactile and
visual pairs from 1630 samples from objects in Fig. 1e using
the setup in Fig. 1a. The analysis shown in Fig. 2 indicates that
mapping from one modality to the other should be possible.

Object Recognition: We use Imagine2touch to recognize
objects from a possible set. We subsequently perform N
touches, considering every touch as an independent proba-
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Fig. 2: t-SNE plot of our data distribution. Five-means clustering of our
processed depth data points with the associated images, tactile visualizations,
and RGB images for example points. The means of the clusters are projected
and highlighted in red with associated mean processed depth images and
mean tactile visualizations. The plot shows distributed sensor activation, and
correspondence between the depth patches and the signals.

Fig. 3: Shape classification experiment setup. We use differently shaped
stamps to indent the statically mounted sensor’s gel pad in different locations.
From left to right the shapes are: T, circle, angle, triangle, cross. All stamps
are at most 10mm wide and 3.5mm deep.

bilistic model. We update our object hypothesis based on the
touch measurement through aggregating these models.
Algorithmic Outline: Let O be a set of possible objects with
known 3D representation (e.g. meshes/surfaces). Till we reach
our maximum number of touches N , we calculate each object
likelihood at step i given the current observations consisting
of previous readings T = {τ1, . . . , τi}. We sample from
that distribution to get an object hypothesis õ on which we
will sample a location l̃ based on a heuristic that aims to
distinguish õ. We don’t detail this heuristic here.
Ensemble model: We assume that the probability of a possible
object to be the true one after one touch follows a normal
distribution with parameters (µ) and (σ2). We assume those
parameters are included in the delta between the standardized
actual touch signal (τ ) and the inferred touch signal (τ̃ ). We
define our probabilistic model as follows:

P (o = o′|τi, τ̃i) = e−(τi−τ̃i), (1)

where o′ ∈ O is a possible object and o is the real object.
We assume independence between the touches to render the
model more robust against noise and outliers. Additionally, we
binarize the probabilities among possible objects by selecting
a mutually exclusive winner to balance the weight of each
model (i.e. touch). To finally recognize an object, akin to
ensembling of weak models, the probability of an object can
be calculated as the average among them:

P (o = o′) =
1

N
(P (o′|τi, τ̃i) + . . .+ P (o′|τN , τ̃N )) (2)

III. EXPERIMENTS

We define two experiments. The first is shape classification.
It is a feasibility check for the second. It demonstrates that
higher concepts can be extracted from ReSkin sensor.
Shape Classification: In the original work [4], Bhirangi et al.
demonstrates that it is feasible to identify exact touch
locations and interaction forces. To verify that the sensor can
additionally be used for recognizing shapes (i.e. multi-touch

Shape Letter”T” Circle Angle Triangle Cross Total

Acc. 0.91 0.90 0.90 0.95 0.94 0.92

TABLE I: Shape experiment results. Shapes are shown respectively in Fig. 3.
Classification Accuracy Results for each shape and their average are produced
using an MLP model with a hidden layer of size 500, a bottleneck of size
10, and a 5-class classification head. The model is trained on 80% of 1280
datapoints using cross-entropy loss.

Object set Primitives Tools Mean

Touch Model prop. I2T prop. I2T prop. I2T

23% 50% 80% 70% 46% 58%

TABLE II: Results from the object recognition experiment. We find that both
I2T (Imagine2touch) and prop. (proprioception) work for identifying objects
from the tools set. The primitive objects are more difficult for both methods
due to their similarity in extent and tactile features. Despite the inherent
difficulty of distinguishing similar objects without a dense measure such
as vision, Imagine2touch exceeds random chance, and the proprioception
baseline across the objects sets.

contacts), we performed a preliminary experiment shown in
Fig. 3. We conclude that the sensor data can be used to
distinguish between different contact shapes, see Tab. I.
Object Recognition: To evaluate Imagine2touch performance
against it, we define the following experiment. Akin to
reaching into a backpack for a pen, in this task, the agent
needs to identify the correct object out of a possible set,
for which it has 3D models, on which Imagine2touch
predicts hypothetical touches. We use the ensembling scheme
from Sec. II and compare Imagine2touch performance to
proprioception, which we define here as the delta bet. the
real contact location and the nearest point in a possible 3D
model. This baseline is the minimal tactile sense that could
be implemented on any robot.

We conduct one instance for each out-of-training distribu-
tion primitive in Fig. 1c and one for each tool in 1d: The
set O in Sec. II is adapted for each instance. As we do
not focus on pose estimation, we fix the objects to wooden
bases to immobilize them. The robot touches each object in
each instance 10 times in locations sampled according to our
heuristic mentioned in Sec. II. We report the success rate
per touch of recognizing the object in Tab. II. In conclusion,
we find that Imagine2touch improves over the proprioception
performance in this task and generalizes to predicting touch
signals outside of its training distribution.

IV. CONCLUSION

In this work, we investigated the use of the novel, low-
cost, and compact ReSkin sensor as a platform to learn a
predictive touch sense for general robotic tasks. We proposed
Imagine2touch, a novel approach that infers expected tactile
readings from small depth images of surfaces. We additionally
introduce a procedure for collecting data to train the model.
We leveraged the model for a downstream task involving
five OOD objects and demonstrated that our model is able
to generalize. We view our results as an encouraging step
towards using inexpensive tactile sensors such as ReSkin more
often in robotics. For future work, we see an opportunity
for building the inverse of our approach: a model predicting
depth images from tactile signals to obtain 3D object features.
This would enable full tactile 3D reconstruction.
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