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Abstract— Adding tactile sensors to a robotic system is
becoming a common practice to achieve more complex manip-
ulation skills than those robotics systems that only use external
cameras to manipulate objects. The key of tactile sensors is that
they provide extra information about the physical properties
of the grasping. In this paper, we implemented a system to
predict and quantify the rotational slippage of objects in hand
using the vision-based tactile sensor known as Digit. Our system
comprises a neural network that obtains the segmented contact
region (object-sensor), to later calculate the slippage rotation
angle from this region using a thinning algorithm. Besides,
we created our own tactile segmentation dataset, which is the
first one in the literature as far as we are concerned, to train
and evaluate our neural network, obtaining results of 95% and
91% in Dice and IoU metrics. In real-scenario experiments, our
system is able to predict rotational slippage with a maximum
mean rotational error of 3 degrees with previously unseen
objects. Thus, our system can be used to prevent an object
from falling due to its slippage.

I. INTRODUCTION AND RELATED WORK

Traditionally, the methods to carry out robotic manipu-
lation tasks used 2D or 3D vision sensors [1], which only
take into account the geometric properties of the objects to
perform the grasping. In contrast, with tactile sensors, it is
possible to measure and react to physical properties (mass
distribution, center of gravity or friction) in order to achieve
a stable grasping [2].

In the last twenty years, several tactile sensors have been
designed using different hardware technologies [3], although
the last trend of tactile sensors lies in optical tactile sensors
[4]. In this manuscript, we present an algorithm to estimate
the rotation angle of an object which is being manipulated
when slippage occurs. This method is based on segmentation
neural networks to obtain the contact region (object-sensor)
and traditional computer vision techniques to calculate the
rotation angle and is applied to the vision-based tactile sensor
Digit [5] which does not contain visual markers to keep low
its cost.

Estimating the contact region between the robot’s finger-
tips and the grasped object has been attempted to be solved
in different ways. For example, by subtracting contact and
no-contact tactile images [6], detecting and grouping visual
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markers [7], throughout 3D reconstruction and photometric
algorithms [8], or using neural networks [9], [10]. In contrast,
although our work is inspired by these previous articles, the
main differences lie in the fact that we use the Digit sensors,
without markers [7], which do not produce depth information
[8], and state-of-the-art segmentation neural networks, which
are more robust than subtracting operations [6] and vanilla
CNN [9], and its training is more stable compared with
GAN’s training [10].

Slippage is a common physical event that occurs dur-
ing object manipulation, that has been tried to solve for
several years employing different approaches. For exam-
ple, detecting binary slippage events with traditional image
preprocessing techniques [11], combining convolutional and
recurrent neural networks to classify slip in clockwise and
counterclockwise rotation [12] or estimating the slip rotation
angle using vision-based tactile sensors with markers [13]
or force/torque sensors [14]. In this paper, we have inspired
our work in these methods that characterize and quantify the
rotational slip.

II. METHOD

We propose a two-stage method for touch region seg-
mentation and rotational slippage prediction. The first stage
of our method is based on a segmentation neural network
applied to vision-based tactile sensing, which we called
Tactile Segmentation Neural Network (TSNN). In this work,
our goal is only to segment the contact region, then we
decided to use DeepLabV3+ [15] architecture for experimen-
tation. DeepLabV3+ is well-known for using an encoder-
decoder architecture to perform image segmentation, and
for introducing a new layer in its architecture, which is
a combination of atrous or dilated and depth-wise separa-
ble convolutions. This combination leads to a reduction of
computational complexity while maintaining similar or even
better performance than previous versions. As the encoder,
the authors used a modified version of the architecture
Xception, called Aligned Xception, which replaces all the
max pooling layers by the depth-wise separable convolutions
to perform the feature extraction procedure. The decoder, in
contrast, is a simpler part of the architecture, which only
comprises convolution, concatenation, and upsampling layers
to transform the intermediate features into the output.

The second stage of our method estimates the angle of
rotation of the segmented region of contact using a traditional
computer vision thinning algorithm (Skeleton method) [16]
that blackens points in the binary contact region using an 8-
square neighborhood and different connectivity conditions.
Other approaches, based on different neural networks such



as Unet++ [17] and PSPNet [18] or different algorithms to
estimate the angle such as PCA or ellipse fitting, were tested.
The complete system is shown in Fig 1.

Fig. 1: Diagram of our system combining both stages

III. EXPERIMENTATION AND RESULTS

We have generated our own dataset as we have not found
any dataset related to tactile segmentation in order to be used
as the base of our experimentation. Our tactile segmentation
dataset comprises 3675 tactile images with their respective
labelled contact regions. We have used 16 objects from YCB
dataset to record it, from which we have captured between
200 and 250 tactile images per object. The objects contain
different textures, rigidity, weight, geometries, etc.

To train the TSNN we use the Dice and IoU metrics, an
NVIDIA A100 Tensor Core GPU with 40 GB of RAM, and
the following optimal hyperparameters: a batch size of 32,
a learning rate of 1e-4, the Adam optimizer, the Focal loss,
and 30 training epochs.

Table I shows the results obtained by DeepLabV3+ TSNN
in the testing experiment. DeepLabV3+ is able to segment
tactile images with high accuracy and in real-time execution.
Besides, this TSNN is 3 ms faster than other segmentation
neural networks (Unet++ and PSPNet) while maintaining the
same performance, thus, achieving a better trade-off between
segmentation accuracy and prediction time.

TABLE I: DeepLabV3+ TSNN results in terms of Dice,
IoU and inference time metrics, and using the backbone
ResNet18

Dice IoU Time(s)
DeepLabV3+ 0.956 ± 0.013 0.914 ± 0.023 0.006 ± 0.002

PSPNet 0.951 ± 0.014 0.907 ± 0.025 0.006 ± 0.002

Figure 2a shows different examples of contact region
segmentation carried out by DeepLabV3+ TSNN, and Fig. 2b
shows our robotic manipulation setup with a UR5 robot, two
DIGIT sensors, a ROBOTIQ gripper, the object to grasp with
the aruco markers attached and an Intel RealSense camera
to calculate the ground truth angle.

(a) (b)

Fig. 2: a) Examples of rotation angle calculation for slipping
during lift task: DIGIT image (first row), ground truth
(second row), prediction (third row), b) Robotic manipulation
setup with different objects

The task consists of grasping and lift an object while
the tactile segmentation and rotational slippage angle are
estimated. The predicted angle is calculated as the difference
between the current and the initial angle obtained in the
Skeleton method described earlier, while the ground truth
angle is calculated using two aruco markers as visual refer-
ences. Our system was evaluated with seven unseen objects
(1 to 7 in Fig. 3) and two seen objects from our tactile
segmentation dataset (8 and 9 in Fig. 3).

The experimentation comprises 45 graspings and lifts in
total (five per object) while calculating the rotational error
in degrees. Figure 3 shows the mean rotational error of the
5 graspings and lifts for each object. Note that object 6
and 8 causes more error and deviation because object 6
weight’s is higher compared with the rest of the objects,
and object 8 contains higher curvature on its surface that
causes more saturation in the sensor. Our system is able to
predict rotational slippage with an overall mean rotational
error of 1.854º ± 0.988º, that is to say, a maximum mean
error of 3 degrees in the worst case. Figure 4 shows some
examples of the prediction of rotational slippage with four
aforementioned objects.

IV. CONCLUSIONS

In this paper, we propose a model-based system to predict
rotational slippage during the grasping and lift of an object,
achieving a mean error value of 1.854º ± 0.988º, compared



Fig. 3: Rotation errors for each object using the Skeleton
method

with the error of 3.96º ± UNK from [13], and the error
of 4.39º ± 0.18º from [14]. Although we could not carry
out an experimental comparison because we do not have
their sensors available, some objects were used both in this
work and in theirs. Our system also has some limitations
regarding the shape of the contact region. If this shape is
similar to a circle, it becomes impossible to calculate its
rotation movement. In that case, we propose to grasp the
object by surfaces with small curvature.
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